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This paper presents a new augmented molecular mechanical potential that incorporates significant quantum
mechanical effects for proton and hydride transfer reactions in solution and in enzymes. The solvent is
treated explicitly, specified covalent bonds in the solute are allowed to break and form, and the charge
distribution of the solute is allowed to vary smoothly from that of the reactant to that of the product during
the reaction. Moreover, in order to incorporate changes in bond order and hybridization, an efficient constraint
dynamics method is combined with switching functions to smoothly vary the structure of the complex from
the reactant to the product structure during the reaction. This new methodology is applied to model
nicotinamide adenine dinucleotide (NADH) hydride transfer reactions, in particular to the oxidation of ethanol
by the NAD' analog 1-methyl-nicotinamide in acetonitrile and in water. Baghandtrans orientations of

the NADH amide sidearm and both protonated and deprotonated forms of the substrate are studied. The
structures and charge distributions of the model complexes are obtainedlframitio gas phase geometry
optimizations at the Hartreg=ock 6-31G* level and are utilized to parametrize the potential energy surface.
Classical free energy curves in both acetonitrile and water are calculated in order to illustrate the solvent
effects on the energy gap between the reactant and the product states. The radial distribution functions between
the solute and the water molecules together with the orientational distributions of the hydration shell water
molecules are also calculated in order to elucidate the nature and extent of hydrogen bonding between the
solvent and the solute.
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reactions are essential for many important biological processes. .
In these reactions, NADreversibly oxidizes various alcohols NAD*
to the corresponding aldehydes and ketones, as depicted i
Figure 1. Such reactions occur in a number of key redox step

NADH

r“:igure 1. Schematic picture of a general reversible NADH hydride
S transfer reaction (where R represents a general group and may represent

in the metabolic pathway. Moreover, the NADH generated from g gitferent group each time it appears).
these reactions plays an important role in oxidative phospho-
rylation. Thus, the application of computer simulation to leads to quantum dynamical effects such as hydrogen tunneling.
elucidate the mechanism of NADH hydride transfer reactions Kinetic isotope effect experiments indicate that hydrogen
is critical to the understanding of a wide range of important tunneling plays a significant role in NADH hydride transfer
biochemical processes. reactions in alcohol dehydrogenase enzyf&sand in some
The simulation of NADH hydride transfer reactions is model reactions in solutiot?:** Therefore standard classical
particularly challenging for two reasons. The first challenge is molecular dynamics simulations, in which all of the nuclei move
that the potential energy surface that describes these reactionslassically, are inadequate for describing NADH hydride transfer
must incorporate quantum mechanical effects such as thereactions. Unfortunately, a fully quantum mechanical descrip-
formation and breaking of bonds and changes in hybridization, tion is impractical for such large systems. Thus mixed quantum/
bond order, and charge distribution. Standard molecular me- classical molecular dynamics methdds?! in which the trans-
chanical (MM) potentials (i.e. standard parametrized analytical ferring hydrogen atom is treated quantum mechanically while

functional forms such as those presented in refs 1 and 2) dothe remaining nuclei are treated classically, are required to
not incorporate these effects. One way to incorporate quantumincorporate quantum dynamical effects such as hydrogen
mechanical information is to augment the MM potential with tunneling in NADH hydride transfer reactions.
parametrized terms of suitable analytical forms (e.g. refs 3and This paper addresses the first challenge. We have developed
4). Another way to incorporate quantum mechanical information a new augmented molecular mechanical potential that incor-
is to combine quantum mechanical and molecular mechanical porates the significant quantum mechanical effects in proton
methods (the QM/MM methods), where reacting portions of and hydride transfer reactions in solution and in enzymes. The
the system are treated quantum mechanically (using eiiher  solvent is treated explicitly, specified covalent bonds in the
initio or semiempirical electronic structure methods), while the solute are allowed to break and form, and the charge distribution
remaining portions of the system are treated with standard MM and structure of the solute are allowed to vary during the
potentials>® reaction. This method is designed to be utilized in future mixed
The second challenge in the simulation of NADH hydride quantum/classical molecular dynamics simulations to study the
transfer reactions is that the light mass of the transferring hydride quantum dynamics of proton and hydride transfer. In standard
molecular mechanical potenti&fthe intramolecular bonds are
€ Abstract published ilAdvance ACS Abstractdfay 1, 1997. either constrained or represented by quadratic or Morse poten-
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tials (with frequencies determined by factors such as the bondsical tunneling calculations. Warshel and co-workers combined
order and the specific atoms involved). Both of these ap- a quantum dynamical method based on the Feynman path
proaches are problematic for NADH hydride transfer because integral formalism with an empirical valence bond QM/MM
the donor and acceptor carbon atoms change hybridization,potentiaf*®to simulate NADH hydride transfer in solution and
leading to significant changes in structure and in bond frequen- in lactate dehydrogenadé?®
cies. In order to address this problem, we have developed new The methods presented in this paper are complementary to
methodology that incorporates these structural changes bythese other methods and will provide further insight into the
combining an efficient constraint dynamics method with switch- mechanism of NADH hydride transfer reactions. An outline
ing functions to smoothly vary the structure of the complex from of this paper is as follows. Section Il describes the methods
the reactant to the product structure. This has the advantage olitilized in this paper, including the generalized constraint
eliminating the intramolecular vibrations, which allows us to dynamics method, the new augmented molecular mechanical
use a larger molecular dynamics time step. Switching functions potential, the methods used to calculate classical free energy
are also used to smoothly vary the atomic charges of the solutecurves!” and the methods used to study hydrogen bonding
from the charge distribution of the reactant to that of the product between the solvent and soldfe Section Ill presents the results,
complex during the reaction. Moreover, a double Morse including the structures and charge distributions of NADH
potential is used to describe the interaction between the trans-complexes, the classical free energy curves for NADH hydride
ferring hydrogen atom and the donor and acceptor atoms in ordertransfer reactions in solution, and the radial and orientational
to allow the covalent bonds to form and brefak. distribution functions that illustrate hydrogen bonding between
In addition to presenting this new meth0d0|ogy for the the solvent and the NADH CompIeX. Section IV summarizes
potential energy surface, we present the results of the applicationthe methods and results of this paper.
of these methods to model NADH hydride transfer reactions.
We performab initio gas phase geometry optimizations at the !l. Methods
Hartree-Fock 6-31G* level for the model complexes, and we

utilize _the resulting structures and c_harge distributions 10 o,ngtraint dynamics method that we have developed for these
determine the parameters in the potential energy surface. Theqypes of simulations. We then present the specific terms for

we calculate the classical free energy curves in both aqueousye general potential energy surface for proton and hydride
and acetonitrile solution in order to illustrate the relative solvent transfer reactions in solution. This section concludes with a

stabilization of the reactant and product complexes. We also yegcription of the methods used to calculate the classical free
study the nature and extent of hydrogen bond interactions gnergy curves and the radial and orientational distribution

between aqueous solvent and specific atoms in the solute.  nctions that illustrate hydrogen bonding between the solvent
A variety of theoretical methods have already been applied and solute.
to NADH hyd”de transfer SyStemS. Semiempirical abdnitio A. Generalized RATTLE Constraint Dynamics_ Two
calculations have been used to determine the structures, chargetandard methods for constraint dynamics are SHAK&hich
distributions, and relative energies of reactants, products, andis pased on the Verlet molecular dynamics algorithm) and
transition states for model NADH hydride transfer reactions in RATTLE“8 (based on the velocity Verlet algorithm). In both
the gas phas& 3¢ These calculations have been useful in methods a set of undetermined multipliers is used to represent
determining structural characteristics such as the degree ofthe magnitudes of the forces directed along the bonds required
puckering of the 1,4-dihydronicotinamide ring and the orienta- to maintain constant bond lengths. These undetermined mul-
tion of the 3-amide group in 1,4-dihydronicotinamide. However, tipliers are calculated in an iterative manner, where the
such gas phase calculations neglect the effects of the solvent oicoordinates are adjusted to satisfy each constraint in turn until
protein environment, which have been shown to play an all constraints are satisfied to within a specified tolerance. In

In this section we first describe the generalized RATTLE

important role in proton and hydride transfer reacti#hsn SHAKE only the coordinates must satisfy constraint equations,
order to incorporate these effects, semiempirical abdnitio whereas in RATTLE the velocities as well as the coordinates
calculations including portions of the protein active site have must satisfy constraint equations. This explicit treatment of the
been performed for model NADH hydride transfer reactfén® velocities facilitates monitoring and adjusting the system energy.

In addition, molecular dynamics (MD) calculations using  As discussed in ref 49, the standard constraint dynamics
molecular mechanical potentials have been performed ong|gorithms SHAKE and RATTLE are problematic for systems
complexes of dehydrogenase enzymes with NAIDd various  such as linear triatomics and planar rings. Moreover, the use
NAD™ analogs?®3940 All of these calculations have been used of these algorithms to maintain the rigidity of large molecules
to determine structural information about the complexes and to consisting ofN, atoms becomes computationally expensive since
compare the energetics of different possible mechanisms forjt requires the solution of 18, equations of motion subject to
the enzyme reactions. These methods, however, do not providean, — 6 bond constraints. In order to address these problems,
dynamical information on the mechanism of hydride transfer. ref 49 presents a new constraint dynamics method based on
Several methods have been utilized to study the dynamical the SHAKE algorithm. The first advantage of this new method
aspects of NADH hydride transfer reactions. Bash and co- is that any rigid molecule can be treated, including linear
workerg! have utilized a QM/MM methodto calculate free triatomics and planar rings. The second advantage is that for
energy curves for proton transfer from methanol to imidazole all values ofNa no more than 12 equations of motion subject to
and hydride transfer from methoxide to nicotinamide in solution. no more than 6 bond constraints must be solved. Thus, this
In these simulations all of the nuclei move according to the method is computationally tractable for constraining large
classical equations of motion. Kreevoy, Truhlar, and co-workers molecules.
have studied hydrogen tunneling effects for hydride transfer  In the new constraint method presented in ref 49, the complex
between a series of NADanalogs'?4® They constructed an  of N, atoms is divided intdN, primary atoms withNy(N, —
experimentally based family of potential energy surfaces and 1)/2 bond constraintg of length dj and Ns = Na — Np
calculated reaction rates and kinetic isotope effects using secondary atoms linked to the basic structure bk [Bhear
variational transition state theory in conjunction with semiclas- constraintsz,. Note that for a general three-dimensional
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molecule, the basic structure can be defined by four noncoplanarRs}, and RS, are the equilibrium values ®x4 andRgy in the
atoms connected by six bond constraints. The primary andreactant and product states, respective®a and Dg are

secondary constraint equations are dissociation energies for these AH and BX-H bonds, and
aa andog are obtained from the vibrational frequencies of these
;= IRP() — RP®F - df =0 (1)  Al-Hand BL:-H bond stretches. The parame@is chosen
to reproduce the energy gap between the reactant and product
and states in the gas phase. This double Morse function has been
N shown to describe hydrogen-bonding interactions accurately for

a range of systents.

In order to accurately model the electrostatic interactions, the
charges on the atoms of the complex must vary as the hydrogen
where the coordinates (and masses) of the primary and secondatom is transferred. The chargg**"and ¢"°" for each
ary atoms are denoted U?i(p)(t) (and Mi(p)) and Rff)(t) (and atomi in the reactant and product states can be calculated using

a charge analysis algorithm such as CHEL¥GAs the
hydrogen atom is transferred, the charggs/ary smoothly
according to the switching functiéh

r,= Y C,RP() —RPM =0 )

Mff)) respectively. (Note that the notation includes the de-
pendence of the coordinates on the timeince the secondary
coordinates are related to the primary coordinates by eq 2, the
equations of motion for the secondary coordinates can be _ _ reactant;, product
incorporated into the equations of motion for the primary g = 0.5 (1~ tanh¢/a)) +q (1 +tanh¢/a))]
coordinates (i.e. the undetermined multipliers for the secondary (6)
constraint equations can be eliminated). Algebraic manipulation wherer is the position of the hydrogen atom relative to a
of these equations (shown in Appendix A) leads to the following specified point along the Ai1B1 bond axis (typically the
equations of motion for the primary coordinates: midpoint or position of the transition state) aads a flexible
parameter chosen to properly mimic charges and bond lengths
. Nl N in the reactant and product states. Recall that the hydrogen
MPRP(t) = Fi(t) — Z ; Rji(t) 4i(1) 3) atom is constrained to move along the-AB1 bond axis. For
k=1 j=kt1 our initial applications we are assuming that the charges are
centered on the nuclei, and we are neglecting polarization
effects. We have used a value @f= 0.100 A.

The solvent is modeled as a collection of rigid molecules
with periodic boundary conditions. The structural constraints
on the solvent are maintained using the generalized RATTLE
constraint dynamics method described above. The sotvent
solvent and solventsolute nonbonding interactions include
site—site Lennard-Jones and Coulomb interactions:

where Aj are undetermined multipliers arfgi(t) and R}k(t)
(given in Appendix A) depend on the primary and secondary
coordinates and on the consta@ts The secondary coordinates
and their velocities are calculated using eq 2.

As mentioned above, this method was introduced in ref 49
in conjunction with the SHAKE algorithm. We have reformu-
lated this constraint method in conjunction with the RATTLE
algorithm to create what we will call the generalized RATTLE

method. In our new formulation, the velocity constraints (i.e. ag A G
the time derivative of the bond constraints) Ve = Z —_— 7)
) Oty (ROt — RO T\RORT R
RPO — RPO)(RPO — RP®) =0 (4)

wheregq; is the charge on site R; is the distance between sites

are maintained in addition to the bond constraints. The detailsi andj, and the Lennard-Jones parameters for a pair of sites
of this method are presented in Appendix B. We are applying andj are defined agy; = (AA)Y2 andC;; = (CiC)Y2, whereA
the generalized RATTLE method to both the solvent and the andC; are the Lennard-Jones parameters associated with site
solute in the systems described below. For the solute, we have developed a method that allows the

B. Potential Energy Surface and Simulation Parameters. structure to change during the reaction. This method requires
This section describes the individual terms in our general that we first obtain the values for the constraint parameters, as
expression for the potential energy surface. For generality, the defined in egs 1 and 2, for the reactadf"¥*"and Cj**"}
solute is defined to be comprised of one hydrogen atom and gnd the productd‘fj?mduct and ngod“) states. Typically these
two subunits, A and B. In the reactant state, the hydrogen is parameters are obtained from structures determined from gas
covalently bonded to an atom denoted by Al in subunit A, and phaseab initio quantum mechanical calculations. In order to
in the product state the hydrogen is covalently bonded to an describe the structural changes that occur during the reaction,

atom denoted by B1 in subunit B. Initially we assume that the e use the same switching function for the constraint parameters
hydrogen atom is constrained to move in one dimension along as is used for the charges (eq 6). Thus,

the A1-B1 bond axis. (Note that for the reaction shown in
Figure 1 A is thealcohol and B is the NAD analog, and both  d; = 0.5[d[****'{1 — tanh¢/a)) + d?"*"““(1 + tanh/a))] (8)
Al and B1 are carbon atoms.)

The hydrogen-bonding potential for the solute complex is a

double Morse form and

C,; = 0.5[C“*1 — tanh¢/a)) + CP°"(1 + tanh¢/a))]

Vyg= D1 — exp—aA(RAH—Ri‘.L)]z + ai ai 0
CDg[1 — exp_“B(RB“_Rgi‘)]2 (5) where agairr is the position of the hydrogen atom relative to
a specified point along the A1B1 bond. The parameteris
whereRay is the distance between atom Al and the hydrogen the same as in eq 6. The geometry of the transition state is not
atom being transferred arféhy is the distance between atom explicitly calculated and is determined instead by our switching
B1 and the hydrogen atom being transferred. The parametersalgorithm.
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The potential energy surface described in this paper has many In order to obtain the charge distributions, structures, and
fundamental similarities to the empirical valence bond (EVB) energies of the reactant and product complexes, we performed
formalism developed by Warshel and co-work€rdn the EVB ab initio Hartree-Fock geometry optimization calculations with
formalism, a reaction is represented in terms of valence bonda 6-31G* basis sét on a number of different forms of the
structures, and the ground state is obtained by mixing thesecomplex. In our initial HartreeFock optimizations, we
structures (i.e. by diagonalizing the EVB Hamiltonian). The constrainedRay andRg (i.e. the C-H bond lengths) to be 1.10
EVB Hamiltonian is constructed from diagonal elements that and 1.65 A, respectively, for the reactant, and the reverse for
describe the energies of the different resonance structures (andhe product. (These values are based on previous studies by
which include the interaction between the solute and the solvent) Clark and co-worker3®) Moreover, in our initial studies we
and off-diagonal elements that describe the coupling betweenare assuming that the AB1 distance (i.e. the €C distance)
the different resonance structures (and which are independentis fixed during the reaction and that the hydrogen atom lies
of solvent effects). Thus, the off-diagonal elements in the EVB along the G-C bond axis (i.e. the hydrogen moves in one
method can be viewed as playing a similar role as the switching dimension). As discussed below, these constraints will be
functions in our formalism. The EVB method differs from our removed in future simulations. In the reactant and product
method, however, in that the solvent also plays a role in complexes obtained from the Hartreleock optimizations,
determining the mixture of resonance structures. Moreover, thetypically the hydrogen atom is very close to the-C bond
EVB method includes nonbonding and Coulombic interactions axis and the €C distance is similar in the reactant and product
within the solute, and the solute atoms are not constrained. Incomplexes. In order to account for any discrepancies, we are
contrast, in our method the structures of the reactant and productranslating the reactant complex so that the- G distance
states are determined fromb initio calculations and are = matches that in the product complex, and we are placing the
incorporated in the potential surface through a combination of hydrogen atom along the-&C bond axis with the appropriate
constraint dynamics and switching functions. These constraints C—H covalent bond length for both the reactant and product
will be critical for the quantum dynamical simulations of hydride complexes. We have found that these minor alterations do not
transfer in which only the transferring hydride will be treated significantly affect our results. Finally, we are implementing
guantum mechanically. In this case, the constraints will prevent the CHELPG methdd to determine the partial charges for these
nonphysical coupling between the motion of the quantum complexes.
hydrogen and the vibrational modes of the classical hydrogen We emphasize that the solvent is expected to significantly
atoms. These constraints also allow a larger classical time stepaffect the structures and charge distributions of the solute. In
to be used for the molecular dynamics simulations. particular, the solvent may disrupt hydrogen bonds that form

C. Calculation of Parameters for Potential. The reaction within the gas phase solute molecules. Although we are
of interest is the hydride transfer reaction from ethanol to an neglecting these solvent effects for the simulations in this paper,

- o : . . these effects can be incorporated in a variety of ways. For
NAD™ analog (specifically 1-methyl-nicotinamide) in acetoni- . o .
trile and in water. The acetonitrile solvent (gEN) is modeled example, self-consistent reaction field (SCRF) mett#budyich

as a rigid, linear, three-site molecule with parameters obtained €&t the solvent as a continuum of uniform dielectric constant,
from ref 51. The aqueous solvent is modeled as rigid, three- could be used to obtain the reactant and product solute structures.

site molecules with parameters obtained from ref 52. The We applied both the Onsager and the self-consistent isodensity

Lennard-Jones parameters associated with the solute atoms ar olarg;ad contiuum model (SCIPCM) implementations of
those given in ref 2. The simulations were run at a temperature CRP® 1o the trans dgprotonated fo”'.‘ a.n.d found Fhat the
of 300 K. For our simulations the simulation box was a cube COTﬁIZX giomtitry did nothchangljs bS|gtn|f|cgtnt_ly tvl\qnth thetset
with sides of length 30.0 A containing the solute and 894 water med 0 Soi no | €r approac vvfouab e 00 Ial? Ne reactan
molecules or 308 acetonitrile molecules (chosen to give the and pro IUCt lso ute s;ru_cture? t:O ||n|t|o caicu atlon? onl
experimentally determined densities at 300°Ky® The Len- supermolecules consisting of the solute and several solvent

nard-Jones and Coulombic potentials were smoothl truncatedm0|eCUIeS' Alternatively, the reactant and product solute
(as described in ref 14) d’tgc — 149 A The des}i/ nated structures and charge distributions could be obtained from
switching atom for the solvent molec.ules.was choser?to be thesimulations in solution using standard molecular mechanical
oxvaen gatom and the cvano carbon atom for water and force fields. These are directions for future research.
aci?onitrile respectivel ¥I'he designated switching atom for D. Classical Free Energy Calculations.|n order to study
the solute ’as Ehosen 3,[/0 be the ngatom of th g’d' .~ the solvent effects for hydride transfer reactions, we are

hich u thW b ; ted to th 'de p_)gl Ine r_'Phg calculating the classical free energy curves for a series of model
which is the carbon atom connected 1o the amide sidearm. ISsystems using the following approximate expression for the
designation, together with the geometry constraints on the solute, lassi ;

ssical potential of mean forte

ensures that all atoms of the solute have an adequate sphere o?
interaction with the solvent.

In order to obtain the parameters in the double Morse potential
(eq 5), we performedb initio Hartree-Fock geometry opti-
mizations with a 6-31G* basis $éton the NADH analog and whereR3g represents a fixed distance between the atoms Al
on the ethanol. The frequencies were determined to be 2834and B1 (i.e. a fixed €C distance)r represents the position of
and 2856 cm! for ethanol and 1-methyl-1,4-dihydronicotina- the hydrogen atom relative to the midpoint of the-A81 (C—
mide, respectively, including the prescribed Hartréeck C) bond axisy is an arbitrary reference positiovys(R3g, r)
scaling factor of 0.89(29% The equilibrium C-H bond lengths represents the interactions within the AB complex, and
were determined to be 1.088 and 1.087 A. For the dissociation [H:rS(R,‘iB, r)Oindicates an average of the solvent forces on
energies, we used the experimentally determined value of 103coordinater performed with the constraints= r' andR =
kcal/mol for general GH bonds®® The parameteiC was Ris. These average forces are obtained by performing classical
chosen to reproduce the energy difference between the reactantolecular dynamics simulations with constraiRts= Rig and
and product complexes obtained froab initio calculations r =r' and using a finite-difference method to calculate the forces
described below. onr. For the simulations presented in this paper, these forces

W(Rg, 1) ~ Vig(Rg, 1) — [, dr' Fr(Rig, )0 (10)
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were averaged over 10 ps. The resulting curve is an averageobserved in crystal structures of the enzyme-bound cofégtor.
curve since solvent fluctuations will continually change its Several independent theoretical studies indicate a low energetic
shape. Moreover, the quantum mechanical behavior of the barrier to sidearm rotation ¢is/transinterconversion) in the
hydrogen atom is not included in these classical free energy uncomplexed stat#:26.2° The cis andtrans conformers dem-
calculations. Nevertheless, comparison of the gas phase po-onstrate markedly different internal hydrogen bonding, which
tential curves and the classical free energy curves illustrates thehas been shown to play an important role in reactions of this
energetic effects of the solvent. type2430 Thus we perform calculations on botfs andtrans

E. Calculations of Hydrogen Bonding between Solvent  conformations of the product and reactant states.
and Solute. The importance of hydrogen bonding (both intra-  Another structural issue to be addressed is the protonation
and intermolecular) and its effect on structure and reactivity of of the substrate in the complex. We use the notation protonated
biological molecules has long been recognized. We implement and deprotonated to indicate the presence or absence of a proton
the methodology used by Meng and Kollman for studying the on the oxygen of the substrate. Since protonation will signifi-
properties of water around simple organic soltfi¢e study cantly affect the internal hydrogen bonding, this issue also must
hydrogen bonding between the aqueous solvent and the solutéye explored. As indicated in Figure 1, the NADH hydride
for our system. In order to study the interactions of water with transfer reaction involves the deprotonation of the alcohol. The
different atoms in the solute, we calculate radial distribution order in which the hydride transfer and deprotonation reactions
functions between specified solute atoms and water atoms. Thepccur is a complex isst:3357 The structural and energetic
solute atoms of particular interest for the current complexes areeffects of deprotonation have been studied previously with
the oxygen of the substrate, the carbonyl oxygen of the NADH semiempirical molecular orbital methods to determine transition
amide sidearm, and, in the protonated species, the hydrogen orstate structures in the gas phase for both the protonated and
the substrate oxygen. In order to further study hydrogen- deprotonated substrate33 However, solvent effects are ex-
bonding interactions between water and specific solute atoms,pected to significantly alter the energetics of these reactions.
we calculate the orientational distributions of the hydl’a.tion shell We have therefore accumulated results for both protonated and
water molecules around designated solute atoms. A zone isdeprotonated forms of the complex. Note that another factor
defined around each of the designated solute atoms, and a watefhat is expected to affect the relation between the hydride transfer
molecule is considered to inhabit a certain zone if the distance and the alcohol deprotonation is the presence of a metal ion

between the oxygen of the water and the center of the zonecatalyst, since the alcohol is expected to be complexed to the
(defined to be the coordinates of the designated atom) is lessmetal in the form an alkoxide io#:58 In this paper we do not

than some cutoff distanoe and if the oxygen lies closer to  include such a metal ion catalyst, but this is a direction for future
that zone center than to any other (i.e. a water may inhabit at k.

most one zone). Information on the hydrogen bonding between
the solvent and solute can be obtained from the orientational
distribution of hydration shell waters with respect to zone
centers. This orientational distribution is presented in terms of
the angled, defined as the angle between the permanent dipole
axis of water and the vector from the oxygen of the water to
the zone center. As discussed in ref 46, for H-bond-donating
orientations of the water this angle is465°, and for H-bond-
accepting orientations of the water this angle is-138C. In

our simulations these orientational distribution curves were
averaged over 16 individual 10 ps runs. This hydrogen-bonding
analysis provides insight into the detailed solveslute
interactions and elucidates the classical free energy curves.

Thus calculations have been performed on four variants of
the NADH-—substrate complextrans protonatedfrans depro-
tonated, cis protonated, andcis deprotonated. Thdrans
deprotonated case was found to give a highly warped structure
which we consider to be an artifact of calculating the structure
in the gas phase (i.e. the negatively charged oxygen atom in
the alkoxide ion is highly unstable). As a result tirans
deprotonated case is left to future work where solvent and/or
metal catalyst effects are included in obtaining the structures
of the complex. Figures 24 depict the structures for the
remaining three cases.

In order to present the current work in context, we compare
some of the structural details of our results to those found in
previous studies. The effect of nicotinamide ring puckering in
NADH has been a topic of discussion for more than a decade.

A. Structures and Charge Distributions of Complexes. A survey of ab initio?>27 semiempiricaf®33 molecular me-

In this section we present the structures and charge distributionschanicaP? and X-ray crystallographic datindicates a prefer-

of the reactant and product NADHsubstrate complexes ence for a quasi-boat-like configuration. The trend is for the
obtained from the gas phaab initio Hartree-Fock geometry C4 (i.e. the active carbon atom) to bend out of the plane of the
optimizations. (The details of these calculations are describedring by 0—15° in the direction of the transferring hydrogen and
in section II.C.) for the nicotinamide nitrogen to bend by a smaller amount. We

Several issues must be addressed in calculating structures fohave found our structures to match these results, with the C4
these complexes. The first is the orientation of the amide bending out-of-plane by-310°, and the nicotinamide nitrogen
sidearm on the NADH analog. We use the notati@or trans bending out-of-plane by-17°. In all cases the nicotinamide
to indicate that the carbonyl oxygen of the amide sidearm on nitrogen bends by a smaller or equivalent amount as the C4. In
the NADH analog iscis or trans to C2 of the pyridine ring. addition, semiempirical andb initio calculations*26:27.30gs
This issue has been addressed in a number of theoretical studiesvell as the experimental work of Ohfdf°suggest a propensity
Houk and co-workers have performed a series of MP2/6-31G* for the amide sidearm to rotate out-of-plane in the direction of
calculations orcis andtrans conformers of nicotinamide and  the transferring hydride. Deng and co-workérsave found
1,4-dihydronicotinamide, finding theis conformer to bex 1 the orientation of the amide sidearm to have a small energetic
kcal/mol lower in energy than th&rans for both specieg® effect. We have found the amide sidearm to tilt toward the
Gready and co-workers performed SCF/6-31G calculations on transferring hydride by-530°, with the exception of the reactant
1-methyl-nicotinamide and 1-methyl-1,4-dihydronicotinamide form of thecis protonated conformer, where the tilt is in the
and found thecis conformers to be 34 kcal/mol lower?® opposite direction by 10 Furthermore, our CHELPG charge
However, thetrans conformation is the form more frequently calculations show the carbonyl group of the NADH amide

Ill. Results
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Figure 3. Structure of thecis deprotonated complex: (a) reactant and
(b) product. The arrow indicates the transferring hydride. The thicker
circles indicate the designated atoms for the hydrogen-bonding results
in subsequent figures.

Figure 2. Structure of théransprotonated complex: (a) reactantand reactant form of theis deprotonated form, which has an angle
(t_)) proqluc_t. The arrow_lndlcates the transferring hydride. Th_e thicker of ~137). As discussed in section 11B, however, for compu-
circles indicate the designated atoms for the hydrogen-bonding results, _.. . ’ L] .

in subsequent figures. ta_ltlonal_con\_/emence we assume that _thg hydride moves in one

dimension (i.e. that the €H—C angle is linear).

TABLE 1: Charges on Representative Solute Atoms The variation in internal hydrogen bonding between the
different cases (trans protonated,cis protonated, anctis
deprotonated) is clearly seen in Figures£2 In the trans
protonated system (Figure 2), the proton on the substrate is

solute atom transprot cisdeprot cisprot

ethanol substrate oxygen reactant0.7207 —0.9102 —0.7399
product —0.5325 —0.5840 —0.5287

ethanol substrate hydroxyl reactant  0.4590 0.4650 Cclearly hydrogen bonding to the carbonyl oxygen of the NADH
proton product  0.5326 0.4981 amide sidearm. The distance between the substrate oxygen and
transferring hydride reactant—0.0805 —0.1538 —0.0300 the sidearm oxygen is 3.00 and 2.53 A in the reactant and

_ product —0.2524 —0.2501 —0.2350 product states, respectively. Thus the hydrogen bond is stronger
NADH sidearm carbonyl  reactant—0.6056 —0.7026 —0.6079 in the product state, which correlates with the larger positive
oxygen product —0.7496 —0.6780 —0.6015 . .
NADH sidearm carbonyl reactant ~ 0.8976  0.9295  0.8784 charge on the substrate proton in the_product state, as shown in
carbon product  0.9917 0.9273 0.8666 Table 1. This hydrogen bonding stabilizes the structure through
NADH sidearm (total) reactant  0.1614  0.0981 0.1359 formation of an effective eight-membered ring, which is highly
product  0.1173  0.0621  0.0971  reminiscent of the semiempirical AM1 results of Almarsson and
sidearm to be highly charged, in accordance with the the resultsBruice3® We have found the reactant state to be more stable
of Donkersloot and Buck? Charges on representative atoms by 16.5 kcal/mol. This is due to the more stable charge
are shown in Table 1. Another important structural issue is distribution when the NAD moiety has a formal charge 6f1,
the C-H—C angle (i.e. the angle between the donating carbon as compared to the product state when the substrate has a formal
atom, the transferring hydride, and the accepting carbon atom).charge of+1. Almarsson and Bruice found the reactant state
The calculations of Bodor, Brewster, and Kamiigkndicate to be lower in energy by 24 kcal/mol for a similar complex
a linear G-H—C angle in the transition state, while others involving a methanol (formaldehyde) substréte.
suggest it should be slightly bekt3° Bodor, Brewster, and In thecis deprotonated case (Figure 3), the substrate oxygen
Kaminski have further suggested that a bend in theHE-C is a hydrogen bond acceptor for one of the NADH sidearm
angle by 30 or less is energetically negligibté. We have found amide hydrogens. The distance between the substrate oxygen
the G-H—C angle to be 153172 (with the exception of the and the amide nitrogen is 2.79 and 3.20 A in the reactant and
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Figure 4. Structure of thecis protonated complex: (a) reactant and ) h' dride ositio; ‘ (an stroms.) )
(b) product. The arrow indicates the transferring hydride. The thicker yarde p 9
circles indicate the designated atoms for the hydrogen-bonding results
in subsequent figures. ()
. . . 50.0 T T T
product states, respectively. In this case the hydrogen bond is .
stronger in the reactant state, which correlates with the larger o GON
negative charge on the substrate oxygen in the reactant state, 25.0 | - ’
as shown in Table 1. We have found the product state to be /
more stable by 41 kcal/mol using RHF/6-31G*, which is due 5
to the instability of the alkoxide ion. Almarsson and Bruice % 00 |
found the product state to be lower in energy by 50 kcal/mol £
for a similar complex involving a methanol (formaldehyde) w
substraté’3 250 |
In the cis protonated form (Figure 4) a hydrogen bond ¥
between the substrate oxygen and one of the NADH sidearm
amide hydrogens is present in the reactant state (where the -50.0 . . .
distance between the substrate oxygen and the sidearm nitrogen -1.0 0.5 0.0 0.5 1.0
is 3.07 A), but no internal hydrogen bonding is exhibited in the hydride position r (angstroms)

product state, where the substrate oxygen twists away from theFigure 5. Gas phase potential energy curve (solid) and the classical
carbonyl sidearm. Note that the substrate oxygen is significantly free energy curve in water (long dashes) and in acetonitrile (short
more negative in the reactant state, as shown in Table 1. As indashes) as a function of the position of the _transferring hydride: (a)
thetrans protonated case, the reactant state is more stable dudrans protonated, (byis deprotonated, and (gjs protonated.
to a preference for a formal positive charge on the nicotinamide. whereas the product complex is more stable than the reactant
In this case the reactant state is more stable by 40 kcal/mol (ascomplex in the gas phase for the deprotonated substrate (Figure
opposed to 16.5 kcal/mol for theansprotonated form) due to  3). The species with the larger dipole moment is expected to
the absence of hydrogen bonding in the product state in thisbe more stabilized by polar solvents such as water and
case (compared to the stronger hydrogen bonding in the productacetonitrile. This effect is seen for tles deprotonated form
state than in the reactant state for thens protonated form). (Figure 5b), where the solvent stabilizes the reactant form more
B. Classical Free Energy Curves.Figure 5 depicts the gas  than the product form, and Gaussian®®gredicts a dipole
phase potential curves and the classical free energy curves ilmoment of~5.93 D for the product and= 12.50 D for the
acetonitrile and in water for the conformations shown in Figures reactant. We do not report dipole moments for the protonated
2—4. As discussed in the previous section, we have found that forms of the complex since the dipole moment will depend on
the reactant complex is more stable than the product complexthe choice of origin for charged species. In both trens
in the gas phase for the protonated substrate (Figures 2 and 4)protonated (Figure 5a) and tleés deprotonated (Figure 5b)
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Figure 6. Hydrogen bonding between the substrate oxygen atom and Figure 7. Hydrogen bonding between the NADH amide sidearm
the water solvent: (a) the radial distribution function between the Caroonyloxygen atomand the water solvent: (a) the radial distribution
substrate oxygen atom of the solute and the hydrogen atoms of the{Unction between the sidearm oxygen atom of the solute and the
water; (b) the orientational distribution of hydration shell waters with ydrogen atoms of the water; (b) the orientational distribution of
respect to the substrate oxygen atom of the solute. The reactant curvedlydration shell waters with respect to the .S'def."m oxygen atom of the
are indicated with thick lines, and the product curves are indicated with SO!ute. The reactant curves are indicated with thick lines, and the product
thin lines. Thecis protonated curves are indicated with solid lines, the curves are _|nd|ca_ted_ with thin lines. Thes protonated curves are
trans protonated curves are indicated with dashed lines, andithe  indicated with solid lines, thérans protonated curves are indicated
deprotonated curves are indicated with alternating dashes and dots. with da_shed lines, and thes deprotonated curves are indicated with
alternating dashes and dots.

forms of the complex, the solvent stabilizes the reactant state ) . .
more than the product state, thus decreasing the energy gagiesignated atoms in the solute and water and the orientational
between reactants and products for tiedeprotonated form  distributions of water molecules in zones around designated
and increasing the gap for theans protonated form. Theis atoms in the solute. The designated atoms are chosen to be
protonated form (Figure 5¢) differs from the other two cases in the substrate oxygen, the carbonyl oxygen of the NADH amide
that calculated solvent effects predict stabilization of the product Sidearm, and, in the protonated species, the hydrogen bonded
well relative to the reactant well. This decreases the energy 0 the substrate oxygen. Results are shown for both the reactant
gap between product and reactant states, although the magnitud@nd the product forms of the complex in all three cases. (The
is smaller than that seen in the other two cases. The differencesletails of the calculations are described in section I1.D.)
among these free energy curves will be explained through the The radial distribution functions presented in Figures 6a and
hydrogen bonding analysis in section III.C. 7a are between designated solute oxygen atoms and water

Note that in all three cases, the calculated solvent effects arehydrogen atoms; the radial distribution functions presented in
greater for water than acetonitrile. This is due in part to the Figure 8a are between designated solute hydrogen atoms and
difference in dielectric constants: water and acetonitrile have water oxygen atoms. In Figure 6 the designated atom is the
dielectric constants of 78.5 and 38.8, respectively, at 3696K.  substrate oxygen, and in Figure 7 the designated atom is the
In addition, as will be discussed in the next section, hydrogen- NADH amide sidearm oxygen. In Figure 8 the designated atom
bonding effects between the solvent and solute play an importantis the substrate hydroxyl proton for the protonated forms and
role in determining the shapes of these free energy curves. WateiS @ hydrogen atom in the methyl substituent of the NADH
can function well as both a hydrogen bond acceptor and a analog for the deprotonated form. A peakRat < 3.0 A in
hydrogen bond donor. In contrast, while acetonitrile may these radial distribution functions indicates hydrogen bonding.
function as a hydrogen bond acceptor it is expected to function  For the orientational distributions, the cutoff distance for the
poorly as a hydrogen bond donor. zones is chosen to bie= 3.0 A for all designated atoms. This

C. Hydrogen Bonding between Solvent and Complex.  treatment differs slightly from the work of Meng and Kolln&n,
Figures 6-8 depict the radial distribution functions between who chose to be the first minimum of the radial distibution
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(a) significant hydrogen bonding with water since the data re-
15 . . . . sembles an uncorrelated distribution with a peak~da00.
—— Gis prot (reactant) Figure 7 indicates that the degree of hydrogen bonding between
o et the amide carbonyl oxygen and the water is similar for the
7 lrans prot {product) reactant and product states. These peaks are substantially

cis deprot (reactant) . . . .
1.0 k—-— cis deprot (product) smaller in magnitude than in thes forms of the complex due
to the internal hydrogen bonding between the amide carbonyl

oxygen and the substrate hydroxyl hydrogen. Note that the
charge on the carbonyl oxygen is more negative for the product
than for the reactant state, but the internal hydrogen bonding is
weaker for the reactant than for the product state. Our results
suggest that these two effects cancel each other for external
hydrogen bonding.

For thecis deprotonated form, Figure 6 indicates that both
the reactant and product states exhibit hydrogen bonding
between the substrate oxygen atom and the water. However,
) the reactant state exhibits significantly more hydrogen bonding
than the product state, which explains the stabilization of the
reactant state relative to the product state in the classical free
energy curves in solution (Figure 5b). This difference in
hydrogen bonding can be explained by Table 1, which shows
dsprot | that the substrate oxygen charge is much more negative in the
reactant state than in the product state. Figure 7 indicates that
again the degree of hydrogen bonding between the amide
sidearm carbonyl oxygen and the water is similar for the reactant
and product states, which results from the similarity of the
carbonyl charge and orientation in the product and reactant
states.

For thecis protonated form, Figure 8 indicates that the degree
. of hydrogen bonding between the substrate proton and the water
100 200 is greater in the product than in the reactant form, which explains

©(degrees) the stabilization of the product state relative to the reactant state
Figure 8. Hydrogen bonding between the designated hydrogen atom in the classical free energy curves in solution (Figure 5¢). This
of the solute (the substrate hydroxyl proton for the protonated forms difference in hydrogen bonding can be explained in part from
and a hydrogen atom in the methyl substituent of the NADH analog the structures in Figure 4. In the reactant state the substrate
for the deprotonated form) and the water solvent: (a) the radial oxygen is involved in a hydrogen bond with the sidearm amide

distribution function between the designated hydrogen atom of the solute . - e
and the oxygen atoms of the water; (b) the orientational distribution of group, which hinders accessibility of the hydroxyl group by the

hydration shell waters with respect to the designated hydrogen atom S0lvent. In contrast, in the product state the hydroxyl group of
of the solute. The reactant curves are indicated with thick lines, and the substrate is twisted around away from the NADH and thus

the product curves are indicated with thin lines. Tdie protonated has more freedom to interact with the solvent. As in the
curves are indicated with solid lines, thrans protonated curves are  previous two cases, Figure 7 indicates that the degree of
indicated with dashed lines, and ths deprotonated curves are  hygrogen bonding between the amide carbonyl oxygen and the
indicated with alternating dashes and dots. s i "
water is similar for the reactant and the product states, which is
expected since the charge and orientation of the carbonyl do
not change significantly between reactant and product states.
However, note that the extent of hydrogen bonding by the
sidearm oxygen is greater for tlees deprotonated form of the
complex than for theis protonated form, most likely due to
he larger negative charge on the sidearm oxygen in the
eprotonated case. Figure 6 indicates that the substrate oxygen
does not exhibit hydrogen bonding with the solvent for both
€he reactant and product states. For the reactant state this lack
of hydrogen bonding is most likely due to the internal hydrogen
bond in the reactant form discussed above. For the product
state this lack of hydrogen bonding is most likely due to the
relatively small negative charge on the substrate oxygen atom,
as seen in Table 1.

9(Ro)

0.5 |

0.0 . i
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—=-=~- trans prot {product)
== cis deprot (reactant)
0.02 | —-— cis deprot (product)

fraction

0.01

0.00 *

function. The radial distribution functions presented below
indicate that the cutoff distance of = 3.0 A is not optimal,

but it is adequate for the qualitative analysis in this paper. A
quantitative analysis would require a more careful treatment of
these cutoff distances. In Figures 6b and 7b the substrate
oxygen and the amide carbonyl oxygen serve as hydrogen bon
acceptors, as indicated by the peaks-86°. In Figure 8b the
proton serves as a hydrogen bond donor, as indicated by th
peaks at~13C°. As discussed in ref 46, a peak at-9000°
indicates an uncorrelated distribution. Note that in Figure 8b
the methyl hydrogen atom (for theés deprotonated form), which

is not expected to experience significant hydrogen bonding,
exhibits a peak at-100°.

For thetrans protonated form, Figure 6 indicates that the
substrate oxygen exhibits hydrogen bonding with water in the
reactant but not in the product state, which explains the
stabilization of the reactant state relative to the product state in We have developed an augmented molecular mechanical
the classical free energy curves in solution (Figure 5a). The potential for the simulation of proton and hydride transfer
difference in hydrogen bonding by the substrate oxygen is due reactions in solution. This potential utilizes a double Morse
mainly to the larger negative charge on the substrate oxygenpotential to allow specified bonds in the solute to break and
for the reactant than for the product form, as shown in Table 1. form. In addition, an efficient constraint dynamics method is
Figure 8b indicates that the substrate proton does not exhibitcombined with switching functions to smoothly vary the

IV. Summary and Conclusions
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structure of the complex from the reactant to the product additional effects must be incorporated. For example, although
structure. Switching functions are also used to smoothly vary the charge distribution and structure of the solute are allowed
the atomic charges of the solute. Thus changes in hybridization,to vary from the reactant to the product charge distribution as
bond order, and charge distribution are incorporated into this the hydride is transferred, the effect of the solvent environment
potential. The solvent is treated explicitly in order to account on the charge distribution and structure of the solute is neglected.
for changes in hydrogen bonding between the solvent and theln particular, the solvent is expected to significantly alter the
solute during the reaction. internal hydrogen bonding patterns in the solute. These solvent
We applied this method to the oxidation of ethanol by the effects can be incorporated by _obt_alnl_ng the reactant and product
NAD* analog 1-methyl-nicotinamide in acetonitrile and in s_olute structures and charge dls_trl_butlons fralninitio calcula-
water. Gas phase HartreBock calculations at the 6-31G* level ~ 1ONS on supermolecules consisting of the solute and several
were performed to obtain the structures and charge distributionsSCIvent molecules or, alternatively, from standard molecular
for the reactant and product complexes, which were used to mechanlcal simulations in solution. Moreover, specified por-
parametrize the augmented molecular mechanical potential. Bothtions of the solute, such as the NADH amide sidearm, could be
cis andtrans orientations of the NADH amide side chain and allowed to move freely (i.e. to rotate and vibrate) during the
both protonated and deprotonated forms of the substrate werd €aCtion. This motion of the solute could be incorporated using,
studied. Results from theansprotonatedgis protonated, and for example, the recently developed molecular mechanical force

) . . ; "
cis deprotonated forms of the complex were presented. Thesef'r:ald for NAD and ’\:(AEH desczlbeq mhref 62. rlln add|t|o|rclj, b
structures were found to display many of the same features as:]I e ”af?s't:jor]: stat%o_ the co|m|c|> exint ?_r?as phase cfouh €
structures obtained in previous work, including details such as d€términed fromab initio calculations. The energy of the

sidearm orientation, ring puckering, and internal hydrogen- transition state relative to the reactant and product states could

bonding patterns. In general, we found that in the gas phasebe incorporated into the solute hydrogen-bonding potential in

the reactant state was lower in energy than the product Stateorder to obtain a more accurate barrier, and the structure and

for the protonated substrate, while the reverse was true for thecharge distribution of the transition state could be included in
deprotonated substrate. The energy gap between reactant anf'® Simulations through the implementation of a more complex
product states was found to vary between 16 and 40 kcal/mol,_SW'tCh'ng function. Another important future direction is the

depending on the sidearm orientation and whether or not themcorpqration of the vibrqtional mo_tion o_f the donating and
substrate was protonated accepting carbon atoms into our simulations. Further future

directions include the extension of our treatment of the motion
In order to study the effect of solvent on the energy gap

- of the transferring hydrogen atom to three dimensions (i.e.
between reactant and product states, we calculated the classic llowing the reagtivg ea_c angle to bend rather tha(n
Lreg .:Jjnergy (]‘;urves n acetom:rlle anf(? aqueousfsolu(tjlon for the constraining it to remain linear) and the inclusion of polarization
g trl ettr?ns ertreat(;]tlons. So vente ti(.:ts W?re (:u(rj] todnarrow effects for both the solvent and the solute.
£| u n;) € |tm(|jna €) Ie energé/ ?ap Il'n htIB p((()j on?he aneis Several other important environmental effects can be incor-
feptrr? (:nae cc:mp tex(;ss an | 0 S'Ig |3|’W' en the energ.3t/ %apporated into these simulations. For example, many of the
or the trans protonated compiex. - In all cases the magnitude napy hydride transfer reactions in solution occur in the
of the change In energy gap was found to be Ia.rger_ fo_r water presence of a divalent metal ion catalyst, such & anMg?*.
';hantfor acl;et(t)nltnle. ﬂ:Ne alls? StUd('jed b?th thedrz:gml d'.Smtbltj.t'oanhese metal ions are expected to play a vital role in the
unctions e;/vienh € solu ehaﬂ water ar|1 Ie onemational yatermination of the structure and charge distribution of the
d:strygutmnho rt_] 3 ydratg)n Z € E/)vater mo ECU esl in ordecri t% solute because they provide stabilization by complexing to the
elucidate the hydrogen bonding between the solvent and theg, hqirate oxygen atom. The effects of a divalent metal ion can
solute. This hydrogen bonding was found to play an important

le in the d I fth b h be included by obtaining the reactant and product solute
role in the determination of the energy gap between the reactantsycyyres and charge distributions fram initio calculations
and product states in solution.

> s ) on supermolecules including a metal ion or from standard
~ Although the significant electronic quantum effects are molecular mechanical simulations in the presence of a metal
incorporated in this potential energy surface, the simulations jon. Finally, these methods can be extended to study NADH

described in this paper do not include the quantiynmamical hydride transfer reactions in enzymes such as alcohol dehydro
effects of the nuclei, such as hydrogen tunneling. However, genases.

the energy gap between reactant and product states has

significant implications for the hydrogen-tunneling mechanism  Acknowledgment. We are grateful to Olaf Wiest for
that requires resonance or near-resonance between the reactaassistance with thab initio Hartree-Fock calculations. We
and product states. We are currently using the methodology also thank Alex Balboa and Jian-Yun Fang for useful readings
presented in this paper to simulate the quantum dynamics of of the manuscript. We acknowledge financial support from the
NADH hydride transfer reactions. In these mixed quantum/ NSF CAREER program grant CHE-9623813, the Petroleum
classical molecular dynamics simulations, the hydrogen atom Research Fund (administered by the ACS) grant 30432-G6, and
being transferred is treated quantum mechanically, while the the Clare Boothe Luce Foundation.

remaining nuclei are treated classically. We are implementing . . ) .

the surface hopping method “molecular dynamics with quantum APPendix A. Equations of Motion for Constraint

transitions” (MDQT) in order to incorporate nonadiabatic Dynamics

quantum dynamical effects into our simulatidfisThe kinetic This appendix summarizes the derivations and results of ref
isotope effects can be calculated and compared to experimentakg for easy reference. As described in section II.A, the complex
results. of N, atoms is divided intd\, primary atoms withNy(N, —

The potential energy surface presented in this paper incor-1)/2 bond constraintg; of length dj and Ns = Na — Np
porates many of the fundamental chemical and physical aspectsecondary atoms linked to the basic structure bl hear
of NADH hydride transfer reactions in solution. Thus this constraintx,. The primary and secondary constraint equations
potential energy surface should provide a qualitatively reason- are given in egs 1 and 2 in section Il.A, where the superscripts
able description of these reactions. In order to improve the p refer to primary atoms and the supserscripts s refer to
quantitative accuracy of this potential surface, however, severalsecondary atoms. The equations of motion for the primary
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particles are
MP RP@) = FP)+ 6P (A1)

whereF®)(t) is the force on coordinat®®(t) due to intermo-
lecular forces

FP() = -V VRP(1),R®(D) (A2)
andGP(t) is the constraint force on particR®)(t)
No—1 Np Ns
GP(t) = — kZ ,:ZH ) Vioy(®) — ;lviwﬁ(t)-rﬂ(t»

(A3)

No—1 Np Ns
=2 > AORPO0; ~ 00 - 2, Cotl®
- (Ag)

where RP(t) = RP(t) — RP(H) and Ax(t) and ug(t) are
Lagrange multipliers. The equations of motion for the second-
ary particles are

M RE®)=FEH + Gt (AS)
WhereF((f)(t) is the force on coordinatﬁff)(t) due to intermol-
ecule forces anch)(t) is the constraint force on particle
RO():

Ns

GO = - ;lvao:ﬁ(t)'rﬁ(t» =u,)  (AB)

Substitution of eqs Al and A5 into the second time derivative
of eq 2 leads to

No—1 Ny

Ns
;uﬂ(t)AafTa(t)—z ; J_:th,-k(t) RP(M) B (A7)

where
NP
A= 0 gMO+ Y CCiMP =A,  (AB)
£
ND
Tu( = “FIOM+ 5 CuRPOMP (A9)
£
and
% = Coy/MP — Co/MP (A10)

Solution of this equation fou(t) and substitution into eq Al
gives

No—1 N,

M® ROt = F,(t) — k; ,-:Zu Ri (D) 4, (0  (Al1)

where

Ns N

F 1) = FP(t) — Zﬁzlcm(Afl)aﬁ Tyt  (AL2)

R (1) = 25, RiP(t) (AL3)
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and

Ns  Ns

Se= (05 — %) — Z\ /Zx CalA DosBl  (AL4)

These are analogous to the equations derived in ref 49.

Appendix B. Generalized Rattle Constraint Dynamics

In this appendix we present the generalized RATTLE
constraint method, which combines the method summarized in
Appendix A* with the standard RATTLE constraint methéd.
Substitution oﬁfp)(t) from eq A1l into the standard RATTLE
algorithnf® (which is based on the velocity Verlet algorithm)
gives the following expressions for the coordinates and velocities
at timet + h (whereh is the molecular dynamics time step)

RI(1+h) = RO + hRP() + 7,0 + 6 0] (B1)
2m®
and
RO(t+h) = RP(t) + —{F,(t)+ G R+ Fy(t+h) +
2m®

G (t+h)] (B2)

where
Np—1 Np

G =— kz ]; R (1) AR () (B3)

and

No—1 N,

G RV (t+h) = — k; j:;l R (t+h) AR (t+h)  (B4)

In the RATTLE algorithm both the constraints

oy = IRP® - RPM))> - & =0 (B5)
and the derivatives of the constraints
RP(t) — RP(1))-RP() - RP(1) =0 (B6)

must be satisfied.

The RATTLE algorithm consists of two separate steps. The
first step is to calculate the coordinates at titne h and the
velocities at time + h/2. This step requires the determination
of the Lagrange multiplieréjﬁiR(t), which are calculated itera-
tively. The second step is to calculate the velocities at time
t + h. This step requires the determination of the Lagrange
multipliers A% (t+h), which again are calculated iteratively.
The remainder of this appendix outlines these calculations.

In order to initialize the iterative loop for the first step of
calculating the coordinates at tintet h and the velocities at
time t + h/2, define RiT to be the current approximation to
RP®t-+h) and set its initial value to

2
RI=ROM)+mRO +——F@®  (87)
2Mip)

Also define R/ to be the current approximation to
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RP(t+h/2) and set its initial value to

R = RP(t) + i (p)F (t) (B8)

Then begin the iterative loop. Pick a constraint between atoms
j andk, and letR} = R/ — Ry. If [R|? — di is greater than
the specified tolerance then calculate lll‘i@ that satisfies the
constraint to first order |ri and change all primary coordi-
nates and velocities accordmgly

h2 R(p)t
R =R — M (B9)
i i M-(p)
|
and
. . h R t
L L O (B10)
Mi(p)
where
IR — di
RR _ ik j
(B11)
ik ZhR (p)(t)(qk/M(P) él(k (t) /M(P))

Now go back to the beginning of the iterative loop, choose
another constraint, and continue until all the constraints are
satisfied within the specified tolerance. At the end of the loop,
set the primary coordinatdéi(p)(t+h) = RiT and the primary
velocities RP(t-+h/2) = R(t). (To reduce storage require-
ments, the variableR can be stored in the same array as the
variablesR".) Calculate the secondary positions at titme h
using

NP
RO(t+h) = Z C,RP(t-+h) (B12)
=
and the secondary velocities at tirhe- h/2 using
NP
RO(t+h/2) = Z C,RP(t+h/2) (B13)

Before beginning the second step of calculating the velocities
at timet + h, the forcesF;(t+h) must be calculated for the
new positions at timé+ h. The iterative loop is initialized by
defining R to be the current approximation ®®(t+h) and
setting its initial value to

h

R" = RP(t+h/2) + ——F,(t+h) (B14)
2m®

Then begin the iterative loop. Pick a constraint with atgms
andk. If (RP(t+h) — RP(t+h)-(R] — R}) is greater than the

specified tolerance then calculate tlh% that satisfies the

velocity constraint by setting

R g RP(t+h)

= R,(t+h) — o
I

(B15)

where

Hurley and Hammes-Schiffer

RP(t+h) (R — Ry)
dy(FIMP — SUMP)

Then return to the beginning of the velocity iterative loop, pick
another constraint, and continue until all of the velocity
constraints are satisfied within the specified tolerance. At the
end of the loop, set the primary velocities R¥(t+h) = R!.
(Again to reduce storage requirements, the variaE|Tesan be
stored in the same array as the variatﬁé@.) The secondary
velocities at timet + h are determined using

RV _
ko

(B16)

NP
R®(t+h) = Z CuRP(t+h) (B17)
£

Note that this method differs from the standard RATTLE
method® only by the presence of the factoB. Thus if the
number of secondary particles is zero (idy = 0) and the
resulting identities§, = 1, S = —1, andS, = 0 fori = j, k
are substituted into the above equations, the equations for the
standard RATTLE method are obtained. Note also that when
the factorsﬁk do not satisfy these identities (i.8s > 0), all
primary coordinates and velocities must be changed using eqgs
B9, B10, and B15 in order to satisfy a constraint between atoms
j andk. In contrast, in the standard RATTLE method only the
coordinates and velocities for the two atojrsndk involved
in the specific constraint must be changed.
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